Towards Grasp Learning in Virtual Humans by Imitation of Virtual Reality Users
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Abstract: Virtual humans capable of autonomously interacting with virtual objects could prove highly beneficial in virtual prototyping, e.g., for demonstration and verification operating, maintenance, assembly and other procedures. An attractive method for skill acquisition for such virtual humans would be to enable the virtual humans to imitate procedures first performed by Virtual Reality (VR) users on the virtual prototypes. This paper presents first steps towards such autonomous, learning virtual humans and describes methods for the analysis of grasps performed by VR users equipped with data-gloves as well as methods for autonomous, behavior-based grasping in virtual humans. The methods for grasp analysis and synthesis share a sensor-enriched hand model as well as an empirically founded grasp taxonomy which serve to compensate for imprecisely performed human grasps, e.g., due to lack of tactile feedback during object interactions, to enable a collision-free grasp behavior in virtual humans.
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1 Introduction

Animated virtual humans demonstrating the operation, maintenance, or other procedures on digital product models play an increasing role in virtual prototyping. Applications range from relatively simple animations that serve as visual communication means for marketing purposes or coordination within product development teams to more complex ergonomic verifications of virtual prototypes. The overall goal of our research is the development of a novel animation method for virtual humans in virtual prototyping applications: First, a human VR user performs a procedure on a virtual prototype. Then, through suitable recording and abstraction of that procedure, virtual humans of different sizes are enabled to perform the procedure themselves. Note that this approach differs from conventional motion capture that usually does not involve interactions with 3D objects; rather, it is related to methods known as Programming by Example or imitation learning in the field of robotics.
One benefit of the proposed approach is that it would significantly simplify the animation production process as animations are generated from natural 3D interactions in VR instead of complex WIMP interfaces characteristic of today’s animation systems. Furthermore, value would be added to interactive VR systems in that prototype evaluations would not only be based on the experience of one VR user but on documentable performances of many virtual humans of different size, gender, and other anthropometric properties. An example of such a virtual human is “Vincent” as shown in figure 1.

This paper describes on-going work and first results towards the outlined goal of imitation learning in virtual humans. More concretely, it focuses on the analysis and synthesis of different types of one-handed grasping (rather than complete, possibly two-handed procedures performed on virtual prototypes). Related work in robotics and empirical sciences is described in section 2. To compensate for inaccurate sensor information when analyzing grasps of VR users as well as to support the autonomous grasping of virtual humans, a knowledge-based approach involving an empirically founded grasp taxonomy and a collision-sensor enriched hand model have been developed (section 3). The main output of the analysis phase of grasps performed by the VR user is their classification w.r.t. the grasp taxonomy; classification is a multi-stage process that involves the computation of features on several levels based on the contact points of the virtual hand with a 3D object (section 4). The second phase of our imitation learning approach is the synthesis of grasp animation in virtual humans; a behavior-based method has been implemented where grasps are generated from high-level descriptions and executed under continuous feedback from collision sensors (section 5). Section 6 presents current results and outlines further developments.

2 Related Work

Human grasping has been a subject of research for a long time. In the medical field a considerable amount of research has been carried out to learn how the hand works and how humans grasp objects (an overview of grasps is given in [EBMP02]). Additionally many achievements in grasping, particularly concerning algorithmic simulations, come from the robotics field; see, e.g., [BK00] for an overview. Research in robotics is however not restricted to the mere generation of grasps but also to learning from human instructors who demonstrate the grasp first, e.g., [ZR03]. This leads to the field of Programming by Demonstration (see, e.g., [ACR03]).

Kang and Ikeuchi [KI92] discuss the analysis and classification of human grasps based on a number of contact points between hand and object arranged in a 3D graphical representation – the Contact Web. Each finger segment has one contact point associated with it. Ekvall
and Kragic [EKed] present a hybrid approach of grasp recognition using Hidden-Markov-Model-based fingertip position evaluation and arm trajectory evaluation. However, only three fingertip positions are evaluated as hand configuration, which are furthermore tracked by rather imprecise magnetic trackers. Taking the whole joint configuration of the hand into account, tracked with a data-glove, could probably considerably improve recognition reliability.

Concerning the grasp generation in virtual humans, one type of distinguishing the methods for grasping is dividing them into semi-automatic and automatic methods [RBH+95]. Semi-automatic grasps are first performed by a user with a data-glove and then mapped to a virtual hand. Multi-sensor collision detection methods avoid penetration with the virtual object. Automatic grasp methods do not need the user's input via data-glove as they can execute the grasp themselves. In either way some kind of collision detection is needed. To accomplish grasping an object without penetrating it, sensors can be used to efficiently detect collision with the object to grasp [HBTT95].

In the Smart Object approach, virtual objects are annotated with information of how to grasp or otherwise interact with the object [KT99, Kal04]. As there are many possible ways of grasping different or even the same object, grasp taxonomies have also been considered in such research. Some of these taxonomies, particularly our own grasp taxonomy are described next.

3 Grasp Representation

The transfer of object grasping performed in VR to virtual humans requires robustness against inaccurate sensor data from VR input devices, also due to missing tactile feedback with conventional data-gloves. To compensate for the vagueness of the input data, a knowledge-based approach involving an empirically founded grasp taxonomy as well as a collision-sensor enriched hand model have been developed.

3.1 Grasp Taxonomy

To ensure independence of hand and object geometry, a high level representation of the grasp is required. Grasp taxonomies which categorize different grasp types provide such high level representations. Several categorizations of grasps have been proposed in the literature. This began with research in the medical field where grasp sequences of humans have been studied by Schlesinger [Sch19]. His classification is based on the shape of the object to grasp and includes six different grasp types: “cylindrical grasp”, “tip grasp”, “hook grasp”, “palmar grasp”, “spherical grasp” and “lateral grasp”. Grasps can also be categorized by the stability of the grasp, as, e.g., in the work of Napier [Nap56] and Mishra and Silver [MS89]. This line of research differentiates between two basic grasp types, i.e., the power grip which holds an object firmly and the precision grip where the thumb and
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Figure 2: Grasp taxonomy (an extension of Cutkosky’s taxonomy [Cut89]).

Other fingers hold the object. Cutkosky developed a taxonomy on the basis of research about the work of mechanics to achieve optimal grasp operations in factories [Cut89]. Ehrenmann et al. [ERZD02] distinguish static and dynamic grasps; in static grips the fingers remain unchanged, while in dynamic grips the finger positions vary to keep the grasped object stable.

The grasp taxonomy introduced by Kang and Ikeuchi [KI92] is strongly based on the contact web (see section 2) and thus facilitates grasp classification based on observed sensory data. On the highest hierarchy level a distinction is made between volar (palm contact) and non-volar (no palm contact) grasps. The non-volar grasps are subdivided into fingertip and composite non-volar grasps, while the more complex subdivision of volar grasps is based on the relative locations of contact points in space.

In our work we extended Cutkosky’s grasp taxonomy [Cut89] and integrated the work of [KI92] and [EBMP02] to add some missing grasps. Mainly these additional grasps provide a broader distinction between flat-shaped grasps, like, e.g., the platform push, and non-prehensile grasps, like pushing a button. Figure 2 shows our taxonomy.

### 3.2 Hand Model

The skeleton structure of our hand model is based on the H-ANIM standard (www.h-anim.org), featuring 15 finger joints (three for each finger). The metacarpophalangeal joint of each finger – i.e., the joint attaching the finger to the palm – has two degrees of freedom (DOF): flexion and pivot. In contrast, the two subsequent joints only have one DOF: flexion. In addition to the finger joints, the hand model has a wrist joint with three DOFs, with its
rotational center forming the origin of the hand coordinate system. This results in a total number of 23 DOFs. Joint angle constraints are modeled according to [ST94].

To perform collision detection and contact point determination, the hand model is fitted with sphere sensors. This approach has also been taken in [RBH+95], but differing from that approach, our sensors are placed in the center of each segment instead of in the joints. Additionally we have placed one sensor in the palm center to determine palm contact (volar/non-volar) of a grasp, which is essential for the identification of power vs. precision grasps. Both modifications provide a more accurate mapping to the contact web set of contact points [KI92], which are also situated in the segment centers. Furthermore, by also providing small sphere sensors in the fingertips, we extend the contact web structure to represent a broader range of grasps, which emphasize fingertip contact, like, e.g., button press. Figure 3 illustrates our hand model with attached sphere sensors.

4 Grasp Analysis

In order for a virtual human to learn from a user’s grasp, the grasp has to be analyzed and the defining features of the grasp have to be determined. On the hardware level, a tracking device is needed to acquire the user’s hand posture and position. Contact points of the user’s (virtual) hand and the virtual object are determined in a subsequent software collision-detection step. From these low-level grasp features, higher-level features can be deduced, that provide a basis for classification of the grasp according to the grasp taxonomy. Finally, further inferences about the grasp can be drawn in a post-processing step, e.g., about the grasp purpose. This section describes this process of feature extraction and grasp classification as conceived in our current research work.
4.1 Basic Features

At the basic level a human grasp consists of a number of finger (and hand) joint angles, which define the hand posture. Furthermore in interaction with an object, a grasp consists of a number of contact points – points, where the hand touches the grasped object. These low-level features are mere mechanical facts, which need to be determined as exactly as possible by a combination of hardware tracking and software. Currently we are using an 18-sensor Cyberglove (by Immersion Corp.) to track the user’s hand posture. The sensor data of this type of data-glove does not provide a complete representation of the hand posture. Flexion angles of the distal finger joints are not tracked and pivot movements of the finger are only determined as relative angles between the fingers.

Since we deal with virtual objects, no real contact between these objects and the user’s hand occurs. Therefore, a virtual hand model (see section 3.2) is added to the virtual scene, representing the user’s hand in the virtual world. In a first processing step, the glove sensor input is mapped to joint rotation angles of the virtual hand model. The mapping of the 18 Cyberglove sensor values to the 15 finger joints (with a total of 20 DOFs) is based on a heuristics that estimates the missing information.

While the user performs the grasp, the sensors of the hand model provide contact point information. This simple model only provides touch information on a per-segment basis, but does this in a quick and efficient way. As shown in [KI92] it is sufficient to regard one contact point per finger segment for the purpose of grasp classification. The exact position (or area) of contact is not necessary to uniquely classify a grasp within a grasp taxonomy. As only approximate contact positions are required, the feature extraction process becomes robust against inaccuracies introduced by tracking and contact point calculation.

After joint rotations and contact points have been determined, the grasp posture of the virtual hand is corrected, so that no intersections of hand and object occur, and to guarantee that joint rotations stay within given constraints.

4.2 Medium-Level Features

From the basic features, several medium-level features can be extracted or calculated, such as virtual fingers, opposition space and grasp cohesive index. Virtual fingers, introduced by Arbib et al. [AIL85] describe a functional unit of one or more real fingers. Real fingers comprising one virtual finger exert a force in unison, opposing the object or other virtual fingers in the grasp. The mapping from real to virtual fingers can be determined, based on the contact web.

Related to virtual fingers is the concept of opposition space as defined by Iberall et al. [IBA86] as: “the area within coordinates of the hand, where opposing forces can be exerted between virtual finger surfaces in effecting a stable grasp”. Mainly important for prehensile grasps,
three different forms of opposition are identified, with which an object can be clamped. The type of opposition present in a grasp proves helpful for its characterization.

Lastly, Kang and Ikeuchi [KI92] define the concept of grasp cohesive index, a numerical value, indicating the overall similarity of action of fingers within the given virtual finger mapping of a grasp. Grasp classification within the contact web grasp taxonomy is strongly based on this feature.

4.3 Concept-Level Features

Based on its basic and medium-level features, a grasp can be classified according to the grasp taxonomy. First a broad classification is performed with regard to the contact web taxonomy based on the number and position of detected contact points. This classification is refined further based on medium-level features to reflect the full depth of our taxonomy. Furthermore certain tool or special purpose grasps can be identified based on particular finger configurations, like, e.g., scissors, chopsticks etc.

After classification, the grasp category yields a high-level representation of the grasp involving features on the concept-level, such as whether or not the hand clamps the object (prehensile / non-prehensile), whether the focus lies on exerting as much force as possible on the object or to manipulate the object as precisely as possible (power / precision grasp) etc.

![Figure 4: The grasp analysis process.](image-url)

If the grasp falls into the category of tool or special-purpose grasps, additional statements can be concluded about its purpose. Purpose information can also be concluded from the information, where an object has been grasped. For instance a distinction can be made
between use and displacement grasps. In the former case a knife would be firmly grasped by its grip to cut with, while in the latter case it would probably be carefully grasped by its blade to, e.g., hand it to another person. This type of purpose information can provide additional cues in the grasp synthesis functions in virtual humans.

Figure 4 illustrates the complete grasp analysis process. The different levels of grasp features together form a representation of the user’s grasp with high-level features being the most abstract and low-level features being the most concrete. This representation enables a virtual human to imitate or reproduce the grasp, while being independent of exact object or hand geometries. This process of grasp synthesis is described in the following section.

## 5 Grasp Synthesis

To close the circle of learning and imitation, a virtual human not only has to analyze manipulation tasks performed by a human, but also has to manipulate virtual objects himself. A behavior-based approach to grasp synthesis in virtual humans has been implemented, where grasping is performed under continuous feedback from collision sensors.

### 5.1 Grasp generation overview

The virtual humans in our approach are capable of autonomously performing grasps (and in the future more complex procedures), based on high-level descriptions and plans. They learn from a VR user on the basis of specific examples but can later apply their skills to a range of similar tasks, involving, e.g., different, similarly shaped objects. This means, in typical mode operation, the grasp synthesis module will just receive as input the object to grasp and possibly also the purpose (see section 4.3) of the grasp.

The first step of grasp planning thus involves an analysis of the object to grasp (see left side of figure 5). Relevant object features include, among others, the generic object type (like hammer, cup, etc.), size and shape. Based on these features and the purpose of the grasp,
grasp features can be generated. These grasp features are based on the contact web (see sections 2 and 3). The next step is to use these grasp and object features to generate an appropriate grasp.

Based on the computed grasp and object features, the grasp type is determined. This is achieved through a mapping of features to grasp types. This mapping is contained in a grasp knowledge-base. The grasp types in this knowledge-base correspond to our grasp taxonomy (see section 3.1).

The execution of the actual grasp action is preceded by a reach motion. During the reach motion, the hand is moved towards the object, while at the same time already shaping the hand to get a good starting position for the grasp itself. The target hand position of the reach motion is calculated, using a specific type of inverse kinematics that is based on forces applied to the joints in the kinematic chain. The inverse kinematics is computed using an iterative method suitable for the 7 DOF arms of our virtual humans. After finishing the reach motion, the object is grasped according to the already established grasp type. Figure 5 shows the complete process of grasp planning, reach motion, and grasping.

5.2 Sensor-based grasping

The internal process of moving the body for reaching and grasping is shown in figure 6. The animation system includes a motor control component that controls the state of the virtual human’s skeleton and all underlying motor programs. Motor programs are primitive parts of the system that generate simple movements, like moving joints to a given end rotation.

Figure 6: Plans, behaviors and motor control
or to move the end effector of a kinematic chain to a given end position. One level above, behaviors are scheduling these motor programs to achieve certain movements. Behaviors have a specific goal, e.g., closing the hand with a given grasp type, opening the hand, or moving it to a given position. Behaviors instantiate motor programs and can also stop them, e.g., when collisions are detected for a finger involved in a motor program. Furthermore, behaviors can be grouped into plans. At the moment, these plans typically consist of a reach motion followed by a grasp action. In general, plans specify the consecutive or concurrent execution of behaviors. Plan parameters can be passed to behaviors, such as start and end time of a movement or the object to grasp. Plans are described in an XML-based language.

Details of the movement simulation loop are shown on the right side of figure 6. All movement plans, behaviors, and motor programs are goal directed, such as achieving a grasp type or reaching an end position of the end effector. Triggered by plans, the behaviors themselves start motor programs that change angles of joints they were assigned to. The motor programs are executed in every simulation step; priority values are used to handle conflicts when different motor programs attempt to update the same joint angles. The motor programs are informed when a collision occurs and therefore might stop their movement. If not stopped by collision detection they will stop their movement, when they reach their goal. Similarly, behaviors are informed when their motor programs finish their movement. Behaviors terminate when they reach their goal which usually is the termination of all its motor programs. In a plan this can lead to the instantiation of new behaviors. Finally, the movement process stops when all behaviors, either instantiated by hand or by plan execution, are finished.

6 Results and Future Work

We have presented a concept that aims at enabling virtual humans to imitate grasps performed by a human VR user. In the current stage of the work, several components have been implemented, including a sensor-enriched virtual hand model and a grasp taxonomy shared by both grasp analysis and synthesis processes. Further, on the analysis side, glove sensor data are mapped to joint angles of the virtual hand to provide one half of features from the basic feature set. From the virtual sensors on the hand model, the contact points are calculated to provide the other part of the basic feature set. On the grasp synthesis

![Different ways of grasping a hammer](image)
side, simple precision and power grasps can currently be generated by commands, based on a partial implementation of plans, behaviors, and motor programs as described in section 5.2. Figure 7 shows examples how an object can be grasped in different ways using this approach. We have further implemented an extension to the Avango / Performer VR software by integration of the Cal3D skeletal character animation library (cal3d.sourceforge.net) to allow for the inclusion of deformable virtual human hand and body models. The goal of future work is to enable virtual humans to learn and execute longer virtual prototype operation and assembly procedures by imitation of VR users, as outlined in the introduction.
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